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Introduction

The first ideas for creating a computerized registration system for the RGM collections were formulated about five years ago, in 1970. We then went through a theoretical phase of about two years, which we needed to outline the basic principles to which our data bank would have to answer. Construction of the programme started about three years ago. The data bank became operational in April 1974. Further optimalization is estimated to take one more year.

By now the basic programmes for constructing and updating the data bank,
and the most essential output programmes are ready and operational. Some more specialized output programmes, as well as the routines for deleting outdated information are ready in principle, but not yet fully adapted to the operational stage. Filling in these details may take some more time. 

It is our intention to put the RGM data bank programme at the disposal of other geological institutions in the Netherlands, so that a central registration of all geological data in public or private collections in our country may be achieved, and a similar co-operation with institutions abroad is certainly among the possibilities. By means of some modifications, the programme is well suitable for the registration of collections from other fields of natural science, and related fields like for example archeology; it might even be adapted to the registration of libraries.

A first publication on this data bank appeared in 1972 (Germeraad, Freudenthal, van den Boogaard & Arps. A computer-based registration system for geological collections. Scripta Geol., 9, p. 1-12). Since then the technical development of the programmes has been mainly in the hands of the present author. My colleagues Drs G. E. de Groot and M. van den Boogaard undertook the task of formulating the scientific and curatorial specifications for the programme, and they supplied the punched cards for most of the 10 000 samples now stored in the data bank.

Aims of the RGM data bank programme

The RGM has a collection of about 200 000 catalogued samples of geological material, and a far greater amount of uncatalogued material. Most of the catalogued specimens are identified by numbers on themselves or labels in their boxes or both. Through the number, additional information can be retrieved in the master catalogue. The master catalogue generally does not give information about the storage location of the specimen and, if it does, this information is generally incorrect. Retrieval on the basis of selected criteria, like age, locality, classification, etc., is sometimes possible through the existing card-indexes, but there is no guarantee that this method will yield a complete answer, since entries into these card-indexes are far from complete.

From the above it is evident that, unless one is very familiar with the existing collections, it will hardly ever be possible to find all the material related to a wanted criterium: part of the collection is stored according to locality, part is stored according to classification, etc. The only solution that gives a complete entry to the collections on the basis of each possible criterium is a perfect system of indexing and cross-references. Practice has proven that keeping such a system up-to-date involves an unsurmountable amount of work, unless a computer is utilized.

Through a computerized registration system it is possible to keep each different kind of catalogue or card-index up-to-date by processing one single form of input information: the sample data are written on punched cards only once, and the computer programme transforms these data into the forms required by the different kinds of catalogues. In the same way, one single input form suffices to delete erroneous data from all the catalogues.

In a non-computerized system it may happen frequently that adding or deleting data to or from one of the catalogues is forgotten or postponed because of lack of time. Errors are also introduced because it is necessary to write the same
information several times, which is not always done correctly.

Such failures can be avoided by computerization. Furthermore a consid­erable amount of man-hours is gained, because it is no longer necessary to reproduce the same information manually as many times as there are different kinds of card­indexes and catalogues; the same goes for the labels that are laid in the boxes with the specimens; these can also be produced by the computer from the standard input form.

Once the decision was made that in our situation computerization was the best solution we had to deal with two problems:
1. Retrieval of data from a computerized registration system is only possible if these data are coded in some way, so that they may be recognized by the machine when requested. In practice this means that a method of coding must be found, that is easy to handle, even by people not familiar with computer techniques, and that the writing of coded information should not take more man-hours than writing the same information in a classical registration system.
2. Retrieval of data from a computerized system may be made in two ways: One basic data set contains all the information, and each time a retrieval request is made, the basic data set is scanned and the records fitting the retrieval request are selected and printed. Or, the basic input data are processed into a number of data sets, each of which is arranged according to different criteria. These processed data sets are kept up-to-date at every new input run and printed if necessary. Most retrieval requests can be answered by reading the ready prints of these data sets, and only in rare cases it is necessary to find the answer by means of a computer run.

Our solution to these two problems will be discussed in the next chapter.

Structure of the programme

Coding

Standardization of data is essential for every computer retrieval of information. Non-standardized information is not appropriate for machine retrieval. A common form of standardization is symbolic coding: each term is replaced by a numeric figure or a group of alphabetic and/or numeric characters. For various reasons computer treatment of such symbolically coded data is rapid and therefore cheap. However, a large amount of human work is required to prepare the data for input and, possibly even worse, error checking of coded input is tedious. In our first attempts for construction of the data bank we thought of a large degree of symbolic coding, but it soon became evident that this form of input would take too much time from the curators, and that it was therefore not feasible.

We then decided that symbolic coding should be reduced to an absolute minimum and that most of the information should not be coded, but just written in a standardized orthography. This means that computer processing of the input tends to be slower, but preparation of the input data is fast and efficient, so many hours of human work are saved; possibly this counts even more for error checking. Even the loss of time in computer processing of non-coded information is largely made up for, because output programmes do not demand any decoding.
So, most of the information in our data bank system is written in normal words and these words are treated as codes. The length of these code terms is not fixed, as it is in symbolic coding. However, we felt that for technical reasons we should put a maximum to it. This maximum is of no concern to the user who is preparing data bank input. He may use terms of any length, but he should keep in mind, that terms exceeding fifty characters are truncated.

Figure 1 shows that fifty characters allotted to a code term are largely sufficient to contain the characteristic part of the term. Nevertheless symbolic coding still seemed advantageous for some categories of data.
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One of the reasons for using symbolic codes may be, that the resulting code-list is so small that it may easily be remembered by heart, and consultation of the code-book is hardly ever necessary. This reason is valid for the following categories:

Age — A small code-list is used for the main units of chronostratigraphy. It contains about fifty items, so there is hardly any time lost in coding. The code-figures for age allow a certain amount of hierarchic sorting: the code for Cretaceous is 770, the code for Mesozoic is 700. A sort requesting Mesozoic samples will also recognize samples coded as Cretaceous, if the sort request analyses the first digit of the code only.

In our data bank input we use the age code twice: once for the oldest age estimated for the sample, and once for the youngest age considered for it. If a sample has been coded 730 as oldest age and 770 as youngest age, it will be selected in a sort request asking for 750, as 750 is in between the age limits stated for the sample. Such facilities would not be possible if age were not symbolically coded.

Main classification — For paleontology ‘main classification’ is roughly identical to phylum, for petrography it contains the most important levels of rock classification. The code-list contains about fifty items. The main reason for coding this category symbolically is that this enables us to subdivide other categories into subfiles. E.g. the file containing all species names could be very large; we divide this file into subfiles, one for each main group of classification, and these subfiles are of workable size. The code of the main classification is made part of the subfile number.

Hierarchic classification — A second reason for using symbolic codes is purely hierarchic. Hierarchic sort appeared to be an advantage in age-coding but it is essential for classification. Numeric coding of a hierarchic classification makes
it possible to sort data at any level of this classification by means of one single code-figure. In order to achieve the same facility without numeric coding it would be necessary to introduce a term at each level of classification that might be wanted in a sort request. In the code-figure 1234567890 the 12 may stand for an order, the 34 for a suborder, the 56 for a superfamily, the 78 for a family, and the 90 for a subfamily. The code-figure allows sorting at each of these levels, it replaces five uncoded terms. In this example the code-figure consists of five code-groups of two digits each. In another main group of classification, however, a different set-up may be chosen, for example, the classification code may consist of three code-groups of three, three, and four digits respectively, that may stand for subclass, order, and family. Minor changes in the classification concept within a group hardly affect the applicability of this system. If a major change in the concept occurs we introduce a new classification for the main group in question. The code-figures of this new classification are labeled with a digit that identifies the classification concept, e.g.:

b1234567890, in which b stands for a blank, is a code belonging to the first classification concept used within a specific main group. If a new concept is introduced the blank is replaced by a 0; the code 01234567890 may have the same meaning as the code mentioned before, but it may also have a completely different one. The system allows sixty different classification concepts within each main group, before a general overhaul is necessary. If the need is felt a conversion programme may translate the codes from the old concept into those of the new one; if not, sixty different classification concepts may be operational at the same time.

A third reason for using symbolic coding is, that some categories of data are mostly numeric in themselves. In such cases coding is no extra burden for the user of the system, and computer processing is efficient. Categories are:

Geographic co-ordinates — These are written in a compact way. If no exact locality is known the area of origin of the sample is coded by an area-map code-number. A retrieval requesting samples from a given area will not only recognize samples coded with the area-map number in question, but also samples coded by geographic co-ordinates within that area.

Collectors — Field numbers given by collectors are preceded by a three-letter code that identifies the collector.

Absolute age — These data will be written in a compact way, that contains some coding.

Furthermore we use a code to identify each institution co-operating in our data bank system, but this is of little concern to the user, and we use a code for the location where the sample is stored, which is optional.

In all other categories of data we use standardized terms instead of symbolic coding. This still requires that a list of accepted terms is kept up-to-date, but firstly such a list is much smaller than a code-book containing a translation of each term into a code and vice versa, and secondly the list of terms needs only to be consulted in case of doubt. This list is kept up-to-date by the machine and a printed copy of it is constantly available to every user.
Checking

All new input should be checked before it is fed into the data bank. In a not-computerized registration system all error checking has to be done by the curator, and this may be a time-consuming task. In a computerized system much of the checking may be done by the machine. Of course the computer cannot recognize whether the right information was given for a sample. E.g. if a sample is of Miocene age, but erroneously the curator codes Oligocene, this error can never be detected by automated checking, as long as both Miocene and Oligocene are valid terms in the system. This aspect will always remain the full responsibility of the user; but the machine can certainly recognize whether a term was written correctly.

We build up (on magnetic tape) a list of all terms used in the entire data bank. For every sample submitted for input all terms used in its description are compared with this list. If the input term is found in the list it is assumed to be correct. If it is not found, the term is printed and the user is requested to check whether it is a correct new term, or whether its absence is due to wrong spelling. So, he is freed from the task of checking all terms, and may confine himself to the checking of terms not yet present.

A second time-saving factor is the following: we submit samples for checking in groups of several hundreds, and try to make these groups as homogeneous as possible: groups of samples from a single locality, a collection of fossils of the same genus or species, etc. In this way many terms used in the description of the samples will be identical throughout the entire input data set, or at least throughout part of it. A new term that occurs in hundred samples of an input data set needs to be checked manually only once. So, here again the checking task is considerably reduced.

The following example illustrates the efficiency of our checking system: In an input data set of 350 samples, the system recognized 3450 terms that had to be checked. Machine checking of these terms recognized 3360 terms as present, and only the remaining 90 terms were printed for manual checking. In this print the terms are accompanied by the registration numbers of the samples in which they were used, so they can easily be found in the input cards. In a growing data bank the amount of manual checking will even decrease, since an evergrowing number of terms will be recognized as present.

After all errors have been removed the new input is loaded into the data bank, and at that moment the new terms are incorporated in the list of terms. This list is always available in printed form for consultation if one is not sure of the orthography of a term to be used in the description of new samples.

There are a few other checking methods in our system, that are fully machine-operated. One of them is whether the new input has been written according to system specifications. Each contravention is explained in printed form, and the user can easily correct these errors.

Another check is whether the registration numbers of new input data are new for the data bank; in the past it has happened from time to time, that a registration number has been used twice for different samples. The computer will recognize these errors and print the double numbers, so that they may be changed before the sample is loaded into the data bank.
Fig. 2. Sample page from the master catalogue.
Retrieval programmes

We have chosen a system that produces ready catalogues to answer the most frequent retrieval requests without the need of computer processing. It is estimated that far over 90% of the requests can be answered from these catalogues. Only for very special requests a computer run may be needed. In this way the costs of running the data bank are considerably reduced. Each sample is processed in the computer only once, all records for the standard catalogues are then produced, and renewed processing of the same sample is never necessary, unless the sample data need updating (e.g. revision of a species identification). In such a case all data pertaining to the sample are removed from the tapes, and after revision the sample is treated as a new sample for the data bank.

Basically our system produces four catalogues, that may be defined as 1) master catalogue, 2) sort file, 3) cross index catalogue sorted by age, 4) cross index catalogue sorted by classification.

Master catalogue — This catalogue contains all information for each sample and most of it is written out in normal understandable words, not in codes. Per sample the data are written in a standard sequence, e.g. first classification, than genus name, species name; on a next line stratigraphic information, and again on a next line locality data, etc. Figure 2 represents a sample page from this master catalogue. This example shows, that the data for each sample start with a line that contains all information that is numeric by nature, or that has been coded. We feel that the few codes used present no serious disadvantage to the user, as compared to the uncoded terms.

The tape containing the master catalogue is built up in numeric sequence of catalogue numbers. At every updating run new records are inserted in the proper numeric sequence. So, at every stage this tape is available to produce a complete print (in numeric sequence of registration numbers) of all the data for all samples present in the data bank. For practical reasons this catalogue is not entirely printed after each updating run. Generally a sample occupies 6 to 7 lines (including a blank line to separate it from the next sample). So, a data bank of 200 000 samples (the size of the RGM collections) would require over 1 200 000 lines (20 000 pages of printing paper) for the master catalogue. Evidently we do not want to print this amount after each updating run.

The programme that checks the new input produces, among other things, a printed copy of the form in which the new samples would appear in the master catalogue, and this print is kept as supplement to the latest printed generation of the master catalogue. After a number of updating runs it may become unpractical to work with these supplements, and then those parts of the catalogue that have been subject to updating are reprinted from the tape, whilst unchanged portions are not reprinted. If, for example, during a certain period updating has only affected registration numbers between 100 000 and 120 000, we may decide to reprint the master catalogue for 100 000 through 120 000, whilst lower and higher numbers are not printed. For these the latest print is still entirely up-to-date.

Sort file — This catalogue contains alphabetic lists of standardized terms arranged by categories. Examples of such categories are: local stratigraphy, locality, collector, etc. Each of these categories is designated by a file number: local stratigraphy bears file number 24, locality names bears file number 15, etc. These are main files. For some files we thought it practical to make a further subdivision,
because otherwise the list of terms within the file would become so long, that this might hamper its consultation. For example, for paleontology we made a list of code-figures for the main groups of taxonomy (roughly a code-figure for each phylum). The file number for genus names is 19, the code-figure for Mammalia is 999; so all mammalian genus names in the sort file will be found under subfile number 19999. In the same way all mammalian species names will be in subfile 20999, etc. Within each file or subfile the terms are arranged in alphabetical sequence.

In a print of the sort file each term is followed by a list of the registration numbers of all samples in which the term occurs. So, if one wishes to retrieve all material belonging to the genus *Equus*, one has to search the term *Equus* in file 19999, in order to find the registration numbers of all *Equus* samples in the collection. An example of a sort file print is given in Figure 3.

The sort file may also be used to handle retrieval requests that ask for a combination of terms. If one wishes to know what samples in the collection pertain to *Equus robustus* and were found at the locality Tegelen, this request is fed to a programme that scans the sort file for the terms Tegelen, *Equus*, and *robustus*, and that copies the lists of registration numbers linked to these terms. These three lists are compared, and the matching numbers are copied into a new list. This final list is printed, or, if one wishes so, this list is fed to another programme that reads the master catalogue tape and copies the full information of all *Equus robustus* samples from Tegelen on printing paper.

The same records that are used to build up the sort file, are also used to construct the list of coded terms, that serves to check the orthography of terms when preparing the punched cards for input. In this list the registration numbers of the samples in which the terms occur are left out, which reduces its volume considerably as compared to the sort file (at present the sort file contains about 100 000 records, the code-list only 6000).

An important application of the code-list is, that it is used by the data bank programme to check new input. Before any information is entered into the data bank, all coded information contained in it is checked against the code-list. This check results in a checklist that contains all terms encountered in the new input, that were not yet present in the existing data bank. So the curator handling the new input can easily decide whether an unknown term is a valid new term indeed, or whether its recognition as unknown is due to an error in orthography or some other kind of input error.

*Cross index catalogue sorted by age* — A combined sort on several criteria, as described above, is a relatively expensive task. We came to the conclusion that costs could be reduced considerably if some of the most frequent retrieval requests could be dealt with by means of ever available cross-index catalogues, so that it would not be necessary to make a computer run for each demand. As the function of such a catalogue would be to give a quick reference to the samples without it being necessary to give full information for every sample, we selected a number of the most important criteria to be entered in it, such as: age, country, locality, local stratigraphy, phylum, genus, species, registration number, storage number, and several other ones. The terms used in the description of a sample are not written in full, but they are truncated at the number of characters that is estimated to be significant. Thus, for example, only the first 20 characters of a genus name are written, species names are truncated after the thirtieth character, and country
Fig. 4. Sample page from the cross-index catalogue sorted by age.
names after the tenth. The records so formed contain a total of 243 characters that give information on 14 different categories. The data set containing these records can be arranged alphabetically according to different criteria, and two of these arrangements have been chosen as standard catalogues, one of which is the cross index catalogue arranged by age. Its structure is as follows:

All records are put in alphabetical order on the basis of the codes for chronostratigraphy. Within a group of chronostratigraphy (e.g. within the Devonian) the records are arranged alphabetically per country. Within each country the records are alphabetical by locality and this hierarchy goes on with the criteria phylum, genus and species. So, if one wishes to get information on all ostracodes from the Miocene of Dingden in Germany one takes the catalogue and easily finds the wanted information, alphabetically arranged by genus, with the species names alphabetical per genus.

From this alphabetically arranged data set on magnetic tape, one standard print is permanently available. It contains a selection of the data, and not the complete records of the data set, because the record length on tape is 243 whilst the line printer can only handle a maximum of 133 characters per line. In the standard print country names are truncated after the fifth character, although on tape 10 characters are available, stratigraphic information is truncated after the twentieth character although 30 characters are available on tape; other categories like organ and measurements are left out from the standard print.

Figure 4 represents a sample page from the standard print of the cross-index catalogue based on age. Any user requesting a different lay-out (giving more space to one category at the expense of another one, so that the total length of a line does not exceed 132 characters) can have such a print at his disposal at minimal costs.

Cross index catalogue sorted by taxonomy — This catalogue is based on the same records as described above, but the alphabetical arrangement is different. The first criterium is the main group of classification (in most cases this is a phylum, as far as paleontology is concerned). Within a phylum the records are arranged alphabetically by genus, and the hierarchy of alphabetical sorting proceeds with the categories species, country, and locality. A sample page of this catalogue is printed in Figure 5. Different print lay-outs may be produced cheaply.

The two cross-index catalogues are possibly the most important entrances to our collections. Is is estimated that, even though the data are truncated after a number of characters to make a column organization possible, they will practically satisfy all demands. If a basically different hierarchy of criteria for the alphabetical sort is required, such a data set may be produced from one of the standard cross-index data sets at reasonable costs. If the need is felt, such a third cross-index catalogue, once it has been made, may be introduced as a standard product in the basic data bank programme, and so be kept up-to-date at every new input.

Labels

The same punched cards that are used for loading a sample into the data bank can be used to produce labels that may be put into the boxes with the samples. Such labels contain a selection of the data present in the master catalogue. For a number of reasons the printing of labels was not incorporated in the standard load run:
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One of these reasons is that for many samples labels are not at all required. No one will think of joining labels to slides with microfossils, or thin sections of rock samples.

Another reason is that a different kind of lay-out may be wanted for different collections. For one collection it may be important to state the collector's name on the label, for another collection, however, this may be of no use.

For these reasons the label programme was detached from the standard load run; every curator now has the choice to re-run his input cards for a label print run, and for every such run he may adapt the lay-out to the specific demands of the collection in question. The technical execution of this adaptation has been made so simple, that one need not have any knowledge of the programme language, and still can make the necessary alterations to achieve the lay-out wanted. If necessary photostatic reductions of the labels can be made in order to make them fit into the boxes.

Outdated information

As described above all information is checked before it is loaded into the data bank. This checking routine examines whether the new input is technically correct, viz. whether there are any errors in orthography, card sequence, file numbers, etc., but, of course, the computer can impossibly check whether the identification of a fossil is correct, or whether it actually was collected at the stated locality. Such errors may still occur in the checked input and they should be corrected if they are detected. Furthermore, changes may be necessary that are not due to erroneous input, but to changing scientific concepts, or more detailed study: a species name may be revised, or it may be necessary to add measurements or other scientific information to the data concerning a sample that had hitherto not been studied in detail.

In all these cases where data should be deleted or altered, we used the following standard procedure: we take the original card input from the stored card decks, process these cards with the normal loading programme, but then the resulting records for the various data sets that constitute our data bank are not merged with the data bank, as is done in a normal loading run; they are, on the contrary, deleted from the data bank. This procedure guarantees that no information pertaining to the deleted samples remains unobserved in one of the data sets.

After this deleting run, the cards are corrected as required and in the next input run they will be processed as if they constituted an entirely new sample.

In some cases the old data may simply be deleted, and need not be conserved in any form. For example a sample was provisionally entered into the data bank as Equidae gen. indet. sp. indet. After the sample has been studied it has to be entered as Equus robustus. There is no need to conserve the information gen. indet. sp. indet., so the old data are deleted and the new data are entered.

However, it may also occur that a sample was entered as Equus caballus stating that it was published under this name by Fox in 1969 in his thesis on fossil horses. The material has been restudied and it appears to belong to Equus robustus. It should now be entered under the new name, but the previously published identification should not be lost, as we should be able to find it under the previous name, when a scientist asks us for the Equus caballus material described by Fox. Our system makes it possible to enter the sample (after it has first been
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completely deleted) as: *Equus robustus*, published by Bird, 1974, previously published as *Equus caballus* by Fox, 1969. In the various catalogues the sample can be found under *Equus caballus* as well as under *Equus robustus*; the master catalogue states that *caballus* is the old name and *robustus* the new one. For each sample any number of outdated names can be conserved in this way, if the need is felt.

**Composite samples**

The majority of the samples consists of one specimen to which a fossil name or a rock name may be attributed. However, in a large minority of the samples the situation is more complex: we may have a rock slab displaying various species of fossils, a rock sample may contain a number of minerals, that should all be registered, or a slide may contain a collection of various species of microfossils. In such cases each species name, rock name, or mineral name should be independently retrievable. We solved this problem in such a way, that any number of independent names may occur in the input data cards of a sample. There is no limit to the number of cards used for the description of a sample, apart from the limit that is imposed by the requirement that the data should be useful. Technically it is possible to incorporate in the input a full description of the locality in which a specimen was found, or even the complete text of the publication in which it was described, but such an approach takes large amounts of tape storage, and serves no practical purpose. So, in practice, the input is kept as short and compact as possible, and made as comprehensive and detailed as necessary.

Examples of these possibilities are given in Figure 6, where the full title of a publication is given, and where more than one species is listed under the same registration number.

**Costs**

This chapter can be divided into three parts that are more or less independent, viz. the costs of input, the costs of output, and other costs.

**Costs of input**

The costs for entering new samples into the data bank are related to two factors: the number of samples in the input data set, and the number of samples already present in the data bank.

The input data cards are analyzed by the programme and this results in records for each of the different catalogues supported by our registration system. This phase takes about 0.1 to 0.2 seconds of CPU-time per sample (CPU = central processing unit; CPU-time is the time during which the programme is active in the computer. It constitutes one of the main factors that determine the costs of a computer run). After completion of this step, the coded terms are sorted alphabetically and then checked against the existing list of coded terms. At present our data bank contains only 10 000 samples, resulting in a code-list of 6000 terms. Costs of the checking operation are almost neglectable. In a very large data bank
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CPU-time for this checking may increase, but we estimate that it will not easily exceed ten seconds.

The input data are then screened to check whether they contain registration numbers that were already allotted to other samples previously entered into the data bank. The time involved in this check is mainly dependent upon the size of the data bank, but will not exceed ten seconds of CPU-time.

The master catalogue is printed at a speed of about 300 samples per second CPU-time.

Sorting the cross-index catalogue by age and printing it, takes about 1 second per 500 samples, and the same goes for the cross-index catalogue sorted by classification. As an input data set generally contains up to 1000 samples, these operations are not very expensive. The printed results are used for manual checking, and then kept as supplements to the existing catalogues.

These are the steps that constitute a complete check run of a new input data set. The data bank contains about 10 000 samples at this moment, and a check run takes about 1 minute of CPU-time for 300 samples. We estimate that in a data bank of 200 000 samples the same check run would take about 5% more CPU-time.

A part of the CPU-time is needed for the basic programme functions, which is illustrated by the fact that processing only one sample would take about 20 seconds. This programme overhead represents a cost factor that is independent of the size of the input data set. Costs per sample decrease if larger data sets are submitted for input: a set of 700 samples took 115 seconds, and a set of 1100 took 155 seconds.

CPU-time is the most important factor in the costs of a computer run. So, it is essential that the amount of time for a run should not increase too much in a growing data bank. Other factors are the number of read or write instructions, the number of times a new tape has to be set up, the amount of printing paper, etc. Each computer institution may put different values on these factors. In our present situation a check run costs about Hfl. 90.— for 300 samples, Hfl. 160.— for 700 samples, and Hfl. 230.— for 1100 samples. Costs per sample decrease along a curved line with the increasing size of the input data set. Little gain is to be expected from data sets of more than 1000 samples, so we try to submit 1000 samples at a time for checking and loading.

After completion of the check run, the user reads the resulting print to detect eventual errors in the input. In practice there are always some samples that contain erroneous data. If most of the samples contain errors it may be wise to re-run the entire input data set after the necessary corrections have been made. In this case each of the samples in the input is twice submitted for checking, and costs for this set will be doubled. However, in most cases we find only a few percent of erroneous samples in the input data set, and in this situation we have a special programme available that deletes all records pertaining to faulty samples from the tape where the results of the check run are stored. Such a deletion programme takes only a few seconds of CPU-time. Costs are about Hfl. 20.— to 40.—.

The remaining faultless results are then loaded into the data bank tapes. For this loading we use very simple programmes that have no other function than merging two alphabetically arranged data sets into one great data set identically arranged.

At present these merging operations take between 1.5 second for the smallest
and 10 seconds for the largest data set. The total load run takes 30 seconds of CPU-time or about Hfl. 30.— plus another Hfl. 30.— for technical operations like tape set-up, etc. In a data bank of 100 000 samples this would amount to 300 seconds or Hfl. 300.— plus Hfl. 30.— for tape set-up.

We are now developing a programme that will roughly cut CPU-time for these merging operations by 50%, but felt it not appropriate, in view of the low costs so far, to give to this development a high priority.

Thus, the total costs of data bank input are constituted from the three parts described above: check run, deletion of errors (if any), and load run. The costs of the check run depend mainly on the size of the input data set, and only to a very small extent upon the size of the existing data bank; the costs of the deletion run are so low that they will hardly influence total costs; the costs of the load run depend mainly on the size of the data bank, and only to a small extent on the size of the input set, as the latter is generally small in comparison with the existing data (and tends to become relatively smaller, as the data bank keeps growing).

At this moment we are loading each input data set after checking, which brings total costs (check, delete, and load) at about Hfl. 300.— for 1000 samples, or Hfl. 0.30 per sample. This same procedure in a data bank of 100 000 samples would amount to about Hfl. 0.60 per sample. There are several solutions to avoid this increase in costs, one of which is the following: a data set of 1000 samples is checked, erroneous samples, if any, are deleted, and the results are stored on tape. A next data set of 1000 samples is treated in the same way, and so on, until a total of 5000 samples is ready for loading. Then all these are added to the data bank in a single load run. This would amount to about Hfl. 1000.— for five check runs, plus Hfl. 500.— for one load run, including a reasonable amount of overhead. The total costs per sample would then be Hfl. 0.30 in a data bank of 100 000 samples, and this would be Hfl. 0.40 in a data bank of 200 000 samples, etc.

At these costs the user will have at his disposal almost any kind of catalogue or cross-index he may want. Production of labels to be put in the boxes with the specimens is left out from the basic processing, as described before. A special programme produces these labels, if wanted, at a cost of Hfl. 0.15 per sample, and this figure is going to be reduced considerably through programme optimization.

A special case of input costs is updating of data for a sample already present in the data bank. The standard procedure is to remove all data pertaining to the sample from the data bank tapes, correct the sample data, and submit it for check and load as a new sample. Generally the number of samples in a deleting run will be small, so, costs depend entirely on the size of the data bank, and weigh heavy upon each of the deleted samples; they are estimated to be equal to the costs of a load run, which means that they amount to Hfl. 0.60 at present and Hfl. 3.30 per sample in a data bank of 100 000 samples, if the deleting run contains 100 erroneous samples. If only one sample were submitted these figures would be Hfl. 60.— and Hfl. 330.— respectively, so it is evident that we should save up the samples that need updating, instead of processing each one as soon as it is signalled.

Furthermore we think, that these deleting runs will not occur very frequently, so they will not have too much influence on the total running costs of the data bank. Once a sample has been deleted, and its data have been corrected, the
costs for reloading it are the same as for every new sample.

In a number of cases updating may be simplified: if the erroneous information affects only one of the catalogues, and has no influence (or is irrelevant) to the other ones, it may be possible to execute the corrections in this single catalogue without deleting and reloading the entire sample. This might reduce costs considerably.

All in all, deleting costs are not so specifically related to the number of deleted samples. They are better regarded as general running costs for the data bank, and their total amount is determined by the frequency of the deleting runs, so, by the quality of the data bank information and by organizational efficiency. They be best expressed as costs per year; it is not yet possible to make an estimate.

Cost of output

Once a sample has been entered into the data bank, the costs of the different kinds of output are almost neglectable. Printing a copy of the master catalogue costs about Hfl. 1.— per 100 lines (a sample may generally take 6 or 7 lines; a composite sample like a slide containing twenty species may take about 25 lines, i.e. 1 line per species plus some lines for stratigraphy, locality, etc.). Costs for printing one of the cross-index catalogues are at about the same level. Printing the sort file is slightly more expensive.

A great advantage of our system is, that most of the requests to the data bank can be answered by catalogues already existing in print. Only in rare cases it may be necessary to make a special computer run to answer a special question.

Other costs

The figures mentioned so far include processing costs only. No account has been made for costs of personnel. Such costs include mainly three factors:
1. Man-hours involved in writing, testing, and improving the programmes.
2. Man-hours for operating the data bank, preparing programmes for special output requests, submitting data for input, maintenance of the programmes, and error tracing in case of failure.
3. Man-hours for making the punch documents and punched cards from the sample data.

The first category should be considered as a long-term investment, together with the actual computer costs for the test runs. Institutions co-operating in our data bank system will have to pay an overhead on the basic input and output costs, to cover part of this investment, and they will also have to cover part of the operating costs.

Preparing sample data for input, is a task that is required by every registration system, computerized or not. We decided to have the punched cards produced by the curator making the registration. Instead of writing the data on a typewriter, he writes it on a punching-machine. This constitutes a considerable gain of time, once he has acquired some experience, and the risk of introducing errors while copying information is eliminated. The punching machine offers the facility to duplicate automatically those data that are identical in a number of consecutive samples.

All in all we estimate that our computerized registration system presents a considerable gain of time that otherwise would be spent in copying information,
keeping several card-indexes up-to-date, making labels to go with the samples, etc. So, the curator will save time in the registration of new samples, and we hope this time will be used to transfer other samples from the old registration system to the new one. We estimate that in this way it should be possible to handle our entire collection of 200,000 samples in about five years, assuming that the old data are copied without any revision whatsoever.

**Technical details**

**Programme language**

The checking programme is written in Fortran IV, and compiled with the G compiler; we are now recompiling with the H compiler, which will reduce processing costs through optimalization. Some parts of the checking programme and most of the output routines are written in Assembler language, or we are using standard IBM utilities. It is planned to translate in the future the most time-consuming parts of the input programme from Fortran into Assembler language, in order to achieve a further reduction of processing time and costs.

**Hardware**

We have at our disposal an IBM 370/158 with time-sharing facilities, installed at the Centraal Rekeninstituut of the University of Leiden. A standard input run takes 256 K of hard core, three tape drives for 2400 ft tapes, and about 25 cylinders of a 3330 disk, to be used for temporary data sets. With these facilities it is possible to process over 1000 samples in each run (a larger number of samples per run could be processed by increasing the space on the 3330 disk proportionally).

Through adaptation of the programme it is possible to work in a 168 K area, but this would increase processing costs. As our machine operates under virtual storage, the amount of core required is of no concern, and we chose the most efficient organization with 256 K (a larger amount of core is possible, but would not increase efficiency).

The data bank information resides on eight magnetic tapes. During each updating run the contents of these eight tapes are copied onto eight parallel tapes, and in the meantime merged with the new input. So, at every moment there are two generations of each data set available, and updating switches from one generation to the other. The set of tapes that serves as input for one updating run will be the output set for the next run. If an updating run fails for some reason, it may be corrected and repeated, as the input generation remains available unaltered.

Furthermore the contents of the latest generation is dumped from time to time on a third set of eight tapes, so that a hardware failure during an updating run will not make it necessary to reprocess the entire data bank. If so required, we may restart the data bank from the last dumped generation. This, plus a tape containing the programme modules and a tape containing the processed results of the check run, brings the total amount of tapes in use at 26. At this moment the
tapes are written with a density of 1600 BPI (bits per inch). At this density one set of tapes is sufficient to contain a data bank of 70,000 samples. When the data bank exceeds this figure, it will be necessary to divide some of the data sets over more than one tape. However, it is expected that, long before we reach this limit of 70,000, the tapes will be written with a density of 6250 BPI, and at this density we expect that the tapes now in use can contain the entire information of our present collection of 200,000 samples.

Co-operation with other institutions

Apart from registering our own collections, we plan to make our programme available to other institutions wishing to benefit from it. For each co-operating institution we will set up an entirely separated data bank, that will use its own tapes and will not be merged with our collection data. It will, however, use the same list of standard terms, so that the description of data will be fully compatible among these data banks. In this way we might register the collections of all universities, provincial and municipal museums, and also of private collectors in our country, thus constituting a national registration system for all geological collections.

When this kind of co-operation has been established, we will be able to give detailed information on all geological material in the Netherlands. On special request it will be possible to make a combined retrieval through all the data banks we support, and have the results merged according to any wanted criteria.

There are no fundamental objections to co-operation with foreign countries, but in such a case there may be technical problems, such as transportation of punched cards and printed results, regular contacts with the co-operating institution, etc. Anyway such a co-operation will not be hampered by language problems, as we decided to use English terminologies for all standardized information, apart from those data that are typically linked to local situations, like for example local stratigraphy and local stratigraphic names; in these cases we use the terms used in the country of origin of the sample, instead of trying to translate them into English.
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